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PREFACE

This report is submitted as partial fulfillment of the requirements of
IUTRT Statement of Work 277RAC (June 10, 1977), which is part of a larger
program whose ultimate goal is to provide Rome Air Force Development
Center (RADC), RBRM Section, with state-of-the-art computer aids for
identifying the locations of faults in large-scale integrated (LSI) chips,
and to assist in the writing of MIL-M-38510 slash sheets. The techniques
were to be adapted for the RADC Tektronix S3260 Tester.

The most significant tasks of this 277RAC project were 1) training of
RADC/PBRM personnel in the use of Digitest Corporation's DLASAR, Version 4,
(D4LASAR) an automated test generation system and 2) development of an ISO
package and installation on the RADC B3260 tester. I0 will accept tape fIles
from the D4LASAR system and, using test data from the S3260, provide fault V
isolation analysis for the chip under test.

The training course on D4LASAR was primarily a series of lectures based
on the Digitest Corp. users' manual combined with hand's-on experience using
the 0 E. D4LASAR system in Syracuse, N.Y. It was preceded by discussion
of the technical background underlying D4LASAR and testing in general. This
report essentially covers the technical background material with the intent of
easing the initiation of future users of D4LASAR.

i,
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EVALUATION

The objective of this effort was to investigate and apply structural
and functional test generation techniques to LSI circuits. Both fault
detection and isolation testing are of interest, the former in support of
RADC TPO R5B and MIL-M-38510, General Specification for Microcircuits, and
the latter in support of RADC's microcircuit failure analysis work. BothI: areas stand to b.tnefit greatly from the application of computer-aided test
generation as the level of integration continues to increase in digital
microcircuits.

This report provides an introduction to the D4LASAR structural test
generation system. Although D4LASAR was originally designed for printed

I circuit board testing, it is being successfully applied to LSI microcircuits.
The material contained in this report will result in more intelligent appli-
cation of D4LASAR to LSI testing and also serves to illustrate many of the
general problems and processes involved in any automatic LSI test generationsystems.

I MICHAEL G. LAVELLE, CAPT, USAF
Solid State Applications Section
Reliability Branch
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I
I. INTRODUCTION

Most of the material presented here is intended as an introduction to
D4LASAR theory. D4LASAR is a proprietary system whose detailed operation
has not been disclosed by Digitest Corp, thus, some descriptions here refer
to the way a Job might be done rather than the manner in which D4LASAR
actually does it. To reduce confusion iteration is employed. First, the
D4LASAR structure and capability are outlined. Then background requirements I
for testing digital devices are discussed. This is followed by a further dis-
cussion of D4LASAR's application to testing, including some options. Then
the operation of major analytic program modules is described and their
limitations- are discussed. -Finally, the strengths- and weaknesses of D4LASAR
are discussed along with desirable evolutions and alternative approaches to
test problems.

I
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II. GENERAL DESCRIPTION OF D4LASAR

D4LASAR stands for Digitest Version 4 Logic Automated Stimulus And
Respinse. It is a software system that executes on i'dedicatecFSMC-310"0
midi-computer for hands-on batch processing. There is also an adaptation
that executes on the Univac 1100 computers of University Computing Corp.
for time-shared service.

D4LASAR accepts a card-deck description of a digital device, generates .

a set of test vectors for it, evaluates the fault coverage, and provides a
fault -dictionary printout. Manually inputted test sets may also be used.

There are seven basic subsystems plus an overriding executive sub-
system and a manual-entry subsystem. The names of these subsystems
should be memorized by the reader since they are referenced frequently.
Figure 1 shows a typical activity flow.

Major Subsystems

INPUT This subsystem converts user description of the de-
"vice to be tested into the files required by D4LASAR.

STIMGN This subsystem selects stimuli (test-input vector
sequences) which will detect faults. These stimuli are
usually not completely specified, i.e., they will contain
don't-care values.

OVRLAY This subsystem combines test sets from STIMGN by
overlaying don't-care values with specified values.

SIMUL This is a logic simulator that computes the fault-
free output values for each test input vector. It also provides i•j
an analysis of races and hazards. Further, it attempts to
eliminate these timing problems by inserting new "buffer"
patterns between test vectors so that fewer input bits change
at any one time. Failing to achieve total "deracing", it marks
each affected, output as a don't know.

DYSOGN This subsystem accepts the SIMUL files and provides
a fault simulation. It also provides a very limited race-after-
fault analysis.

REDUCE This subsystem accepts DYSOGN files, discards
unnecessary test responses, and generates a three-part fault
dictionary.

ISO This subsystem accepts REDUCE files and test-station
rated-device data and provides fault-isolation information.

2
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ALEC This acronym stands for Automatic Laser Executive
t'ontrol. This executive module simplifies the use of D54LASAR
"y automatically providing many of the required job controls.
ALEC also forces STIMGN, OVRLAY, SIMUL, and DYSOGN to
execute In iterative cycles which considerably improve the efi-
ciency of the process.

TECO This subsystem provides direct user control of
test-•nput vectors, macro generation of inputs, and edit-
Ing of input vector streams. It usually drives SIMUL, and
"it can be preceded or followed by a STIMGN-OVRLAY-SIMUL-
DYSOGN cycle.

,, " Typical Usage of D4LASAR

Figure 1 diagrams the typical control flow through the major subsys-
tems of D4LASAR. The system selects test exercises for digital devices but
does no actual testing; a separate tester is required for that. The network
to be tested must be modeled as an interconnected assembly of hardware
modules, and the modules must consist of gates or assemblies of gates. The
Component Library contains 14 basic functions such as NAND, AND, wired
AND, two-NAND LATCH, JK, RS, and D flip-flops, and MOB transmission
gates. The Library also contains models for more than 500 TTL devices
plus some devices of other IC technologies. However the user may specify
a network model, INPUT will translate it into an equivalent NAND network
for subsequent operations. Special control cards are required to designate
which network nodes are accessible inputs and which are observable outputs.
Two-way tri-state terminals require special modeling, which is discussed
later.

STIMGN is a "back tracing" program that assigns a value to one selected
output, then proceeds "backwards", I.e., opposite to signal flow, while assign-
ing input values to gates to achieve local test objectives. A test will be a
sequence of external-input values which cause a logically consistent set of
internal gate-input values such that the existence of a specific failure mode will
be detectable at the selected output. Usually many of the external inputs have
don't-care values. Cross-coupled NAND latches are identified automatically and
the sequential nature of each latch is recognized. Howevter, STIMGN has no
ability to account for asynchronous circuit delays. Combinations of latch I
values which STIMGN seeks to obtain, but which give rise to logical inconsistencies,

are identified as "Illegals". Latches composed of more than two NANDS are
usually also identified as illegals. Encounter with an illegal causes STIMGN
to discontinue its current search and to go to the next test objective. STIMGN
stops when a time limit has been exceeded or when it attains its current goal
in terms of percent detected faults. STIMGN has an unreal view of the network
so it may have actually accomplished more or lessthan it thinks It has achieved.
DYSOGN will be the final arbiter of fault coverage.

Each STIMGN test is independent of the rest in that each backtrace begins
with a unique local test objective, and STIMGN develops, where It can, the initial
test conditions for that test objective. It is not possible for the user to specify
either an initial memory state or an Initial Input state. The user can specify

-,,."i3



job control I
NPUT

UndetctedConnectivity data for NAND model

Sets of stimulus patterns (test sets)

Compacted teat sets

Added patterns to avoid timing problems
Marked indeterminate outputs
Determinate responses to each pattern

II, Responses for each detectable failure

INSUFFICIENT DTErIN
SU3FF ICIENT

REDUCE

Fault Isolation Dictionary
Test Program On Hag Tape

TESTERUUT

Fault Ldcation On UUT

Figure 1. Typical D4LASAR Flow
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"illegal"combinations of network nodes, but these forbidden combinations
remain invariant throughout the D4LASAR execution.

OVRLAY takes the most recent set of tests spawned by STIMGN and merges
sequences of vectors where there is no zero-one conflict in any pair of corre-
sponding bits. This reduces the number of test sets by exercising more signal
paths in parallel than STIMGN could account for. In the process, many don't-
care input bits 'ire assigned preceding or following STIMGN values. All re-
maining don't care bits are assigned in a way that tends to preclude races
and hazards, The final output of OVRLAY is a list of binary vectors that still
constitutes a sequence of independent test sets as ordered by STIMGN, but for
which there remains no distinction as to where intermediate STIMGN tests
begin or end.

SIMUL applies the vector sequence from OVRLAY to the NAND model of
the network. This model is essentially that of the user, and it is also used by
DYSOGN. For sequential networks it may be necessary to provide STIMGN
with a somewhat different model to work around STIMGN's inability to account
for gate delays.

SIMUL's primary task is to compute the fault-free responses of the net-
work to the applied input sequence. The simulation executes as though all bit
values of each test-input vector are applied simultaneously, which is typical
of a test fixture, This does not distinguish between pulse lines and levels and
does not permit simple representation of time-staggered inputs aa may occur
when evaluating part of an assembly of gates.

The simulation proceeds as though all nodal activity reaches steady
state before the next external Input vector is applied. Thus, an external
vector is applied (symbolically) by SIAUL to the nodes designated as external
inputs. The output of each gate driven by an external input is computed to be
a 0, 1, or X where X stands for don't know. All such gates are processed as
one episodic event. A list is formed of those gates that are driven by a gate
whose output has chans.ed, When all input gates are processed, the change-
list gates are processed, and a new change list is formed. Usually, logical
activity will cease, and this is indicated when the next chaage list is empty.
Continuous cycles are possible, and these may be automatically detected by
the count of consecutive changes of each node.

The next input vector is applied when prior activity has ceased or a
cycle has been detected. Each transition from old to new change list corre-
sponds to a "unit" or "gate" delay. D4LASAR refers to this delay as 10 ns
(nanoseconds), which is an arbitrary designation since the real gate delay
could be any single value without affecting the meaning of the analysis. There
is no provision for asaignable delays, different gate delays (e.g., when both
TTL and ECL devices are used) nor different rise and fall times, NAND-
equivalent modeling in DLASAR assigns one delay per NAND, two delays per
ANT), OR, WIRED AND, and three delays per NOR. The only way to achieve

I• the equivalent of assignable delays is to use multiple serial inverters, but
this increases the running time and could cause the upper gate-count limit to

. ,be exceeded for DYSOGN, which uses SIMUL's model files.

ti 5



SIMUL also provides checks on timing malfunction, both nominal and
worst case. In worst-case delay analysis, convergent paths are examined for
the consequences of one path at maximum accumulated delay and the other at
least delay, where each gate has one delay plus or minus a selectable fraction.

This includes the worst-case skew of the inputs. If one of these conditions
could result in a latch being incorrectly sot, then SIMUL will attempt to
avoid the problem by adding "buffer" input vectors, which reduce the number
of variables changing between successive inputs. It Is possible to add enough
buffer vectors to assure that only one Input variable changes at a time. If
the network has been designed to avoid races and hazards by clocking all
latches, then the addition of huffer inputs should succeed, However, paths
of unequal delay, which fan out and reconverge, cannot be compensated in all
cases with buffered inputs. When "derace" is not ouccessful, the affected
outputs are marked with X as don't-knows and are disregarded thereafter.

SIMUL also has the capability to simulate single or multiple-fault
conditions, but it simulates only one condition at a time. DYSOGN is much
faster for fault simulation because it simulates many fault conditions simul-
taneously. However, only single "stuck-at" faults and shorts between adjacent
pins of ICs or other equivalent modules are accounted in each condition.

In an ALEC-controlled iteration, REDUCE is used to discard unneressary
DYSOGN output. The final pass through REDUCE produces a failure dictionary,
These data, along with the test sets, are stored on magnetic tape for use in
testers.

For Tektronix 53260 testers, the taped data will permit ISO to provide
automatic fault isolation using real failure data from the unit under test,

TECO permits the use of manually generated test sets and also provides
macros for generating four different kinds of vector sequences. It also permits
deletion, adidition and rearranging of test-vector sequences. With appropriate
job control cards, TECO activity can precede or follow ALEC iterations.

6
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MI. REQUIREMENTS FOR TESTING

ýw An error is a result of Incorrect performance. In this discussion, a
fault is a hardware condition that is capable of producing errors. The existence
of a fault in digital hardware is detected only by observation of the errors
caused by the fault.

Failure Modes And Effects

Essentially all techniques for detection and diagnosis of faults in digital
electronics depend upon analysis of the errors caused by faults. Infrared
pattern monitoring, for example, has not proved to be sufficiently useful.
Prediction of' incipient failures through over-stress or marginal performance
testing has never been sufficient for testing assemblies of solid-state digital
devices. The design of automated fault detection and diagnostic procedures
requires 1) prediction of the kinds of faults that may occur, 2) an estimate
of their likelihood (some must be ignored), and 3) determination of the circuit
behavior in the presence of each fault

Most test procedures are based on the assumptions that 1) once a fault
occurs, it will persist until it is repaired, and 2) circuit behavior in the
presence of each fault will be logical. The evidence published to date
indicates that this latter assumption has been true for most faults in all state-
of-the-art digital systems of the last, say, ten years. However, intermittent
faults do occur, and some steady faults cause inconsistent errors (notably
faults resulting in hazards or marginal timing). These (apparently) minority
faults tend to require considerably more time to diagnose than the consistent
majority because they require-repetitive testing and will cause deterministic
dictionaries to yield incorrect fault identification. The timing analysis of
SIMUL can account for many of the timing problems under test conditions.
However, D4LASAR provides nothing to help with intermittent errors due to
chip defects, such as pinholes, marginal bridging between runs, undercutting
or poor contacts. For these, the analyst may have to interact with D4LASAR
and/or provide specialized test procedures.

* •Basic Requirements

1. The operation of the specimen machine must be definable in the
absence of faults. (One cannot predict the consequence of a test
performed on an unspecified black box.)

2. Sampled machine responses to test exercises must be consistently
readable. (The machine must either halt to provide readout
or must be synchronously sampled at an identifiable time.)

3. To differentiate any two faults (hence, to differentiate their

locations), a test sequence must evoke a difference in at least

one bit of the observable outputs when either one, but not both,
of the faults exist.

7
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4. Exercising and sampling a specimen machine must not cause
a failure to occur. (E. g., testing shall not cause damage to
circuits, nor cause erratic behavior due to loading, nor
introduce significant noise.)

5. To compute the output sequence of a recursive function for an
arbitrary input sequence, its Internal state must be determined.
(E.g., if the input to a J-K flipflop is JKC = 1 followed by
C = 0, then the next output equals the last output. The next
output is known only if the last output is known. Or consider
the Input sequence JKC = 1 followed by C = 0. The next output
is changed if no fault exists but whether the output sequence
is 0, 1 or 1,0 depends upon the initial output value.)

Automated testing with predetermined input-vector sequences requires that
specimen hardware containing memory be initialized to a predetermined state.
Then a sequence of one or more preselected binary vectors is applied to the
data and control inputs of the hardware. The hardware is exercised for a pre-
determined number of clock times; then the output ts sampled. The observable
results are compared with a precomputed set of values, which are the results
expected of a fault-free machine. Observation of mismatch constitutes
error detection. If no error is detected for a given test exercise, then either
no fault existed during that test, or the test did not exercise the fault in a
manner that would produce an observable error.

Typically a set of tests is selected with a capability for detecting a
large fraction of the stuck-at-one and stuck-at-zero faults. It is preferable
that each test meet the requirements of the foregoing paragraph (i.e., a set
of independent tests). Some memory (flipflops, registers, I..AMs and ROMs)
will be directly accessible through normal operational data and control paths,
and such memories may be tested independently of other hardware. Memory
buried in logic must be initialized either through a "homing" sequence of
inputs that will normally result in a selected initial state, or the memory is
initialized directly through special test paths installed for that purpose.
Provision for loading arbitrary initial values into recursive memory contributes
significantly to shorter test sequences and easier selection of the test sequences,

Fault Location

Fault location has two requirements:

1. Identify which fault or fault set exists

2. Identify the module which contains the fault

The latter task (2) is a straightforward bookkeeping task after task (1) has
been accomplished and fault sets have been correlated with physical layout.

Three different approaches to fault location are identified. The first is to
provide a means of injecting test vectors and retrieving test results at the level
of a replaceable unit. Thus, each replaceable unit could be tested independently
of other units and its health ascertained from the test results Fault detection
constitutes fault location in this case, This approach tends to require much

8
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redundant hardware or requires the bed-of -nails approach to provide the
necessary test access on boards. On whole chips it is just GO/NO-GO2 testing and is meaningless for fault isolation within the chip.

The second approach is a substitution technique. In its simplest form,
a string of replaceable units is tested as a string. If an error is detected, each
unit is replaced, one at a time, with an equivalent unit and the test is repeated.
When the errors vanish, the last replaced unit is the suspect one. At the chip
levels this approach requires a redundant reconfigurable chip design, which
has been used for improving yield but not for on-chip fault location.

Guided-probe testing is essentially a variation of these two approaches
when spare units are not available. A string of units may be tested as in the
second approach. When a fault is detected, skip the last unit, monitor the
output of the second last unit and repeat the test. If no error is detected the
last unit is suspect; otherwise It is not, and the procedure may be repeated
for the second to last unit, etc. Typically this approach Is not desirable
because the fault -free responses of each unit would be different, and because
mechanized probing of the hardware is required. The latter requirement is
likely to rule out dependence upon guided probing of LSI chips.

The third and most used fault-location technique utilizes error patterns
for fault differentiatiation. To uniquely Identify the existence of a particular
fault it is necessary to execute a test sequence such that the response of the
specimen machine with that fault will be different, in at least one bit, from the
responses that would be obtained from the same test sequence with every other
fault. In the stored-test approach, a directory is usually provided which lists
the possible fault responses and identifies the corresponding faults that may
cause each fault response. Correlation of test, fault, and response is
determined by either programmed simulation of the faults or by insertion of
single faults in operational equipment. Insertion of large numbers of single
faults is impractical on chips, but fault simulation is entirely feasible.

* I The stored deterministic test approach to fault location Is particularly
~.1 appropriate when 1) the chip is modelled at the gate level and 2) the test-

generation and fault simulation software is not overwhelmed by the chip
complexity. When both of the conditions hold, D4LASAR will be very useful.
If the second condition does not hold, then the chip function may be partitioned,
and a combination of D4LASAR analysis and functional analysis may be used.
If the first condition does not hold, then D4LASAR cannot be used, and
surrogate techniques must be employed. Such alternative approaches are *

discussed in depth in Reference 7.
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IV. D4LASAR FAILURE MODES

D4LASAR's DYSOGN module can simulate any one of the following threefault conditions:

1. Single stuck-at gate fault In real time , I
2. Single IC pin stuck at one or zero in real time

3. Single pair of adjacent IC pins shorted

In any one pass through DYSOGN, a multiplicity ot single-fault condi- -
tions are simulated.

Figure 2 shows a two-input DTL NAND to illustrate stuck-at-sero (SAO)
faults. The transistor could fail shorted from collector to emitter (SAO) or fail
open. When driving a similar circuit with base pull up, the failed-open
condition would be equivalent to an SAl. The condition of any one input diode

+

1 -

Figure 2, DTL NAND

open is functionally equivalent to that node SA 1. Consider the four possible
input combinations: AB = 11, 10, 01, 00. AB = 11 implies C = 0 so that
C is tested for SAl. Either input open could not be detected, although either
A SAO or B SAO could be detected..AB = 10 implies C = 1 so C SAO and
B SA1 are detectable. AB = 01 makes A SAl and C SAO detectable. AB = 00
detects C SAO but detects nothing that is not detected by other vectors. Thus,
three input combinations constitute a necessary and sufficient test set for a
single two-input NAND. For N inputs, N+1 combinations are required.

Appendix A offers an example showing how the major D4LASAR modules
work with stuck-at failures.

10
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V. STIMULUS GENERATION

Methods for selecting tests for digital networks fall in the following
catagories:

1. Quasi -exhaustive
4'> 2. Pseudo-random

3. Functional
4. Deterministic
5. Nonsystematic (Manual)

The following discussion is primarily aimed at "random" logic, implying
an exclusion of RAM and ROM, which are well ordered arrays Memory array
testing is dominated by tests designed for detection of pattern sensitivity due
to possible non-obvious internal cross-talk problems. The test designed for
"random" arithmetic and control logic typically neglect pattern sensitivity.
In some cases this may be a mistake, particularly with embedded RAMs and
ROMs.

Quasi -Exhaustive Testing

If a device is entirely combinatorial, then It may be possible to generate
all input combinations in a subjectively short time using a binary counter as the
vector generator. Comparison of duplicate devices will obviate the need to
compute the expected response for each vector, hence will permit full-speed
test execution. Such exhaustive testing does not require fault simulation to
prove that fault coverage is 100 percent.

If the device has recursive functions, then it is possible that necessary
vector sequences will not occur in the counter-driven sequence. Fault
simulation would be required to identify untested faults so the test sequence
could be intelligently modified. The cost of fault simulation may significantly
restrict the number of input variables that could be analyzed in exhaustive
testing of recursive functions, as compared to the testing of strictly combinatorial
functions.

The term quasi-exhaustive implies recognition of iterative structures in
the logic that can be tested identically in parallel. Thus, the iterated parts
are tested exhaustively in parallel, but all combinations of all input variables
are not employed. Non-iterative functions such as carry lookahead will re-
quire specialized attention.

11i!
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Pseudo-Random Testing

The intent and approach of pseudo-random testing is essentially the same
am exhaustive testing, except that a smkll subset of all input combinations is
employed. The results are checked either by comparison with the output of
a duplicate process or with a computed (simulated) output. It is a Monte-Carlo
approach that is blind to logic structure. Many careful analyses of fault coverage
achieved by pseudo-random testing of specific logic networks have shown that
it sometimes provides good coverage but usually does not. That is, the easily
tested paths tend to be testel excessively while obscure paths tend to be missed.
Lack of detailed structure precludes fault-coverage statistics.

Functional Testing

Functional testi-aig is intended to limit teat inputs to a set that exercises
each specified system function once. The hope is that comprehensive fault
coverage can be achieved with a nearly muinimal test set, but without recourse
to definition of actual logic structure. Where analyzed after the fact with full
knowledge of the logic structure, aeemingly complete functional testing usually
has fallen far short of comprehensive fault coverage. This is typically due to
1) data-dependent alternative paths for Individual functions and 2) the need for
specialized vector sequences to test recursive functions.

The companion report (reference 7) provided by GEOS goes much more

d deeply into functional-test approaches.

Deterministic Testing

Deterministic testing begins with a definition of a set of failure modes,
followed by selection of a test for each failure mode. The final number of
tests is considerably smaller than the number of tested failure modes because2
signal paths are activated in parallel and multiple failure modes are detectable
In the concatenation of circuits that compose each testud signal path.

Most automated procedures for testing digital devices, other than large
memories, are designed to detect stuck-at faults. Fault Isolation is obtained
via redundant fault -detection tests (I.e. , a test set that provides for multiple
detections of the failure modes). Detection of shorted adjacent integrated
circuit pins usually Is accomplished with a test set derived for stuck-at faults.

Two requirements must be satisfied for detection of a fault: 1) external
inputs and the internal memory variables must provide a local input to the
failed device such that an output of the device will be erroneous when the fault
exists, and 2) the device output error must propagate so as to be observable at
an external output. The signal path from a detectable fault to an observable
output usually will also permit detection of faults on intermediate devices
Such a path is said to be "sensitive" (1) and may extend from external Input to
external output. In the presence of reconvergent fanout, a signal path may have
sensitive and insensitive segments at the same time.

The best deterministic test results have been obtained with gate models
of digital networks. The advantages of gate models derive from the fine
structure of the modelling. The chief disadvantages are 1) long execution
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time of automated test-generation and fault-simulation procedures and 2) in-
creasing incidence of non-disclosure of integrated circuit gate models. Use of
grosser modelsi such as a functional description of a MSI or LSI chip, tend to
relieve these two disadvantages but incur the risk of Inadequate fault coverage,
increased likelihood of incorrect fault isolation, and Inadequate timing analysis.

Nonsystematic Testing

Any test exercise, however obtained, will accomplidh something. Given
the existence of a non-void test set, the next test to be selected should contribute
additonal fault coverage. This objective can be assured only if there exists a
means of determining what has been achieved by the existing test set and what
would be achieved by a proposed additional test. Such a means implies
1) the existence of a definition of failure modes, 2) a logical-network structure
of sufficient detail and 3) a practical means of evaluating failure-mode coverage
(e. g., a fault -simulation program). The implication is that nonsystematic
nonexhaustive testing cannot offer assurance of adequate fault coverage.

For these networks containing a central processor, RAM, or other
function, which is intended to assist the execution of the testing (i.e., a

It .. partially self-testing network), it often appears wise to test the simplest and
shortest data and control paths first, then work into the more complex or
obscure logical functions. Such intuitive approaches may offer an advantage
such as improved ordering of tests, but their alleged advantages may be
illusory and may prove unnecessary where systematic analytic approaches are
employed.

t• Categories of Deterministic Test Generation Programs

A review of past and present determinisitic test-generation programs is
well beyond the scope of this report. However, there may be value in noting
the following. All of these programs are Intended to be, essentially, automatic
and are most valuable for testing sequential functions. It is necessary to
compute local functional (e. g., gate) values in both forward (input-to-output)
and backward directions. Accounting for timing in a sequential machine gives
rise to problems of significant difficulty. Most (perhaf all) test generation
programs take advantage of the Huffman-Mealy model by representing
any digital sequential machine as an interconnection of two disjoint functions:
1) all memory elements and 2) all combinatorial logic. The approach taken,
whether computing forward or backward, is to alternately, not simultaneously,
compute the memory and combinatorial functional values.

Difficulties presented by timing representation include 1) nominal effects
such as pulse representation, signal time order, nominal races and cycles
and 2) worst-case effects such as unintentional pulse (spike) generation, races
and hazards, and mal-ordering of signals.

The first test-generation programs provided zero-delay models without
recognition of memory elements so the user had to identify all memory elements
and the way they performed. These programs were put to good use, but they
were inconvenient and sometimes yielded incorrect results due either to in-
adequate flip-flop models or lack of Identification of memory elements created

13
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by croon-coupled gates. Further, they offered time succession but no real
time analysis.

DLASAR STIMGN represents a next generation where cross-coupled
gate latches can be recognized automatically. STIMGN also can recognize
and store, for later reference, the existence of logically inconsistent com-
binations (illegals) of memory element values. STIMGN has zero-delay gate
models and, therefore, stumbles badly over real timing problems, but
DLASAR provides more realistic unit-delay gate models in it simulator
SIMUL. STIMGN requires a significant amount of workarounds -- special
models to circumvent STIMGN's incorrect view of timing -- but experience
has shown that the combination of STIMGN and SIMUL provides good timing
analysis and effective test generation.

Elsewhere, work has been done on test generators that incorporate more
realistic timing models with the intent to provide test generation, timing
analysis, and fault-coverage analysis in a single integrated program. This
is a very different task, and this writer is not aware that any such development
has improved upon the STIMGN/SIMUL/DYSOGN capability.

STIMGN

"Regardless of the primitives used In specifying the network model to
INPUT, STIMGN sees an equivalent all-NAND model. If timing work-arounds
are provided, then the STIMGN model will differ from the SIMUL-DYSOGN .4
model. Conversion to all NANDs results in more gates and more gate delays
than the user's model. The extra gate delays affect SIMUL but not STrMGN,
since the latter ignores all delays. However, the added NANDS, Increase size
of the STIMGN files, increase STIMGN run time, and tend to make STIMGN's
fault-coverage percentage optimistic. In every case, if the NAND-equivalent
model is testable, then the user-specified model Is equally testable, and with
the same vectors.

Unless certain options are specified, STrMGN will begin with all nodes
specified as don't-knows (X) and will select the first output listed on the
OUTPUT control card. The subsequent STIMGN activity will cause that out-
put to be sensitive to a string of possible faults. When not under ALEC control
STIMGN will ignore all other outputs until the upstream logic is tested as
completely as STIMGN can achieve. Under ALEC, STIMGN will go to the
next output as soon as a test sequence is determined for the present output....

Starting with all nodes set to don't-know values, the source gate is
Initially assigned a zero value, which is backdriven to assign all ones to the gate
Inputs. Later the output will be assigned a one value, which will be backdriven
to assign a single-zero vector to the input. The gate inputs are ordered by
their driver (upstream gate) numbers in monotone increasing order. The
assignment of a critical (defined later) input value starts with the lowest-
order Input and progresses to the highest -order input. Where possible, each
gate will have Input assignments of all ones and all single-zero combinations
under circumstances where the possible gate-output errors would propagate
to observable outputs.
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When any such input assignment is made, the next activity will be a
i, forcing of the assigned values to directly connected gate pins to determine

whether all logical relationships are consistent. If no logical contradiction
is encountered (it will not be for the source gate but could be for other gates),
then the next activity will execute. If a contradiction obtains, then that test

Li •attempt is aborted and a modification is attempted by "toggling" the last pate
considered before the contradiction was computed.

"Toggle" means that the zero of a single-zero vector moves to the next pin on
the same gate. Don't-know conditions which attended the toggled gate prior to
backdriving that gate are temporarily restored. Thus, unsuccessful trial
gate input vectors are discarded without trace except that they will not be
repeated. If all toggle variations on that gate fail to resolve the contradiction,
then the previous gate is toggled. This process continues until a noncontradictory
condition is obtained or all toggling variations are exhausted. The latter
conclusion means that the attempted gate test could not be achieved while using

I the designated output. If it had succeeded via a different output, STIMGN would
not discover it until it eventually designated that output as a source and resumed
its procedure or DYSOGN discovered it and reported it to STIMGN. This is one
reason that STIMON run time is reduced by ALEC through frequent use of J
SIMUL and DYSOGN to evaluate STIMGN results.

Assume the prior gate-input assignment did not result in contradiction•during the forcing. For gates with critical zero (CO) output, the input is all

ones and each input is critical. However, STIMGN is not designed to back-
drive from all of these critical ones to the extent possible. Rather, STIMGN
In effect selects a single one-valued input as critical while using a look-backward
scheme to make a near-optimal choice. It then backdrives all of the remaining
one-level inputs several (perhaps two) levels, but not to a greater extent. This
obscure algorithm avoids exploring more than one critical path at a time, yet
it appears to succeed in accounting for the inherent criticality of all of the all-
one inputs. For gates with critical one output (C1), the backdriven Input
vector will always have a single zero, which will be critical (CO) and all
other inputs will be ones which will be necessary (NI). For gates with a
necessary zero (NO) output, the backdriven input vector will be all (NI). ForSi : gates with a necessary one (M1) output, the backdriven input vector will havea single necessary zero (NO) and all other inputs will be "don't-knows" (X). This

helps to avoid unnecessary contradictions. See Figure 10 on page 15A.

The actual STIMGN details are not known, but presumably a contradiction
between a backdriven Input assignment and a prior driven input assignment would
result in toggling the downstream input assignment that resulted in the backdrive.
However, it Is conceptually possible that the backdriven input would be toggled
first.

As each such upstream assignment is made, its consequences would be
forced, where fanout existed, to determine whether a contradiction would
result. As before, contradictions result in toggling to attempt to find other
noncontradictory assignments.
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Note that D4LASA.R ha~s a iokha"algorithm Which wouldpro~baby assign a"111 for the X Input of gate 8 and a 110" inputfor gate 4, thereby achieving tests of gates 3 and 6 even though~they are not on a path marked critical. Gate 2 inputs wou~ldremlain as SO and X.

*1 Figure 10. STIMGN Example
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This process continues until all of the next upstream nodes are external
inputs and all the latches have zero inputs. If this condition is satisfied, then a
particular test has been completed, and STIMGN will identify as detected the,
failure modes corresponding to the string of critical input vectors. If at least K
one latch having all-one inputs Is interposed, then the latch value is recursive,
and the latch and external input values so identified provide one total state to
be achieved in a test sequence. The recursion makes it necessary to find the
total state that must occur earlier in actual testing to achieve the required
present set of latch values. Thus, the process drives backwards through
the latches and continues as before.

As described, STIMGN generates a single string of critical ones and
zeros for each test sequence. By construction, each of the critical input 'V
vectors tests a failure mode STIMGN can determine, and these are listed
as detections. Where reconvergent fanout exists, some of the apparent
detects wiLl not be valid. (See Appendix B.) This determination and that
of identifying incidental parallel detects is a task left to DYSOGN. Timing
analysis is left to SIMUL. Compaction of tests sets is left to OVRLAY.

The toggle scheme is used for more than avoidance of logical inconsistencies.
Assume STIMGN is not executing under ALEC so activity remains associated
with Just one source output. When a test set is completed, the last active gratu
is toggled to initiate a new test set. Forcing, testing fo- inconsistencies, and
further toggling continues until a complete new test is selected. This procedure
determines the necessary initial conditions for the new test and avoids the need
for recalculating a critical path because that previous path Is used to the
extent possible. Further, the toggle scheme simplifies the problem of avoiding
repetition of previous tests.

When operating under ALEC, STIMGN changes source outputs after each
test set determination. The status of the previous critical path and associated
value assignments are stored so when STIMGN returns to a source output, it
resumes as though there had been no interruption other than the increased list
of detections.

Illegals

If a combination of latch values is sought but found to be contradictory,
then that combination is labelled "Illegal.". Illegals are filed for later
reference to avoid futile backtracking. The program WHITLE merges the
logical combinations, which identify Illegals, to produce more compact
definitions of the Illegals.

There are two Illegal tables, permanent and temporary. If the latch
values comprising an Illegal are initially "don't-knows", so all possible

a combinations are explored, then the Illegal goes to the permanent-Illegal
table and is held until the job is ended. If latches comprising an Illegal are
conditioned by prior critical or necessary assignments, then the Illegal goes
into the temporary Illegal table to be held only as long as the conditions
remain valid. "Illegal PREPROCESS" is an optimal STIMGN procedure that
starts with latches closest to external inputs and tries to initialize each latch
in all possible ways. The goal Is to preload the permanent Illegal table which
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reduces the eventual load on WHITLE and STIMGN.

If a combination of latch values is sought by STIMGN but found to be
contradictory, then that combination is identified as "Illegal" and filed to
avoid future futile backtracking. The purpose of WHITLE is to combine the
Illegal combinations to reduce the file space.

WHITLE details have not been disclosed; WHITLE could work as follows:

If each latch were uniquely labeled, e.g., A or X, according to whether the
latch value is one or zero for a particular fllegal, then a concatenation of
appropriate labels would designate an Illegal intersection of latch values. '

For example, ABC could identify an Illegal that exists when latches A and C
are one-valued while B is zero-valued. The list of Illegals forms a union
of latch-value intersections, which corresponds one-one to a Boolean function
in sum-of- products form. Thus, the problem of reducing the list of Illegals
is equivalent to the alassical problem of minimizing a Boolean sum of products.
Nearý-minimal reduction will'be satisfactory for Illegal lists.

Two kinds of redundancy in Boolean sums-of-products formulas are
"literal" and "term". Use of the following identities will provide a near ,
minimal reduction.

Let A, B, C ... be the Boolean variables representing a set of latches,
Symbols + and • will represent Boolean operators sum and product respectively.

A+A =1 AA =o
A+A.B =, A+AB=A+B

AI ,.(A+B)=A, A-(A+B)=A.B
A'B.4AC+B.C =A.B...C

The latter identity is discovered hy Mott's(3) expansion theorem whereby a set
of terms is formed in the following way: For each pair of terms in the sum-of-
products formula, which have a literal complemented in one term but not in the
other, form the product of the literal of both terms excluding the singly
complemented term. Thus, for (AB + A..C), form the product B.C.
If that product is not zero, then join that product to the union of redundant terms.
When all such pairs have been processed, crnce) those terms in the original
formula which appear in the redundant set.

AB
Example CD 00 01 11 10

00 0 1 0 0

01 0 1 1 1

11 1 1 1 0

10 0 0 1 0

F=BD+ABi + AiD+ABC+ACD
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ABC + ACD - BCD ""Implies"J

ABC +ABC ---s 0

r ABIC +A!CD ADD

ACD + ABC ABD

ACD +ACD 0
ABC + ACD -~BCD

BCD + BCD .. BD

ABD + ABD - BD

hence BD is redundant in the F formula,

OVAILAY
OVRLAY is designed to reduce the number of STIMON-generated test sets,

It takes advantage of don't-care inputs by assigning them, where possible, to
allow two test sets to be merged into one.

Consider two test sets labelled R and S where R . S (i.e., with respect
to numbers of patterns). OVRLAY compares the ith pattern of R with the ith

pattern of S for I w 1, 2, , (R). If no bit of R is the complement of
the corresponding bit of S for a then R and 8 are replaced by B' where the
zeros and ones of R replace the corresponding don't-cares in S and vice versa.

If at least one bit of R and S are complements, then set R Is realigned
one pattern position with respect to S (I + 1 pattern of S compared to ith pattern

of R for all 1) and the process is repeated. If no merging of R and S proves
possible, then each is processed similarly with the other test sets.

It is not known whether the R, S set comparison is stopped when the last
patterns of each is aligned, Presumably this is true: otherwise it would be
possible for appropriate test sets to merge the first pattern of R with the last
pattern of S to form a merged set of R+S-1 patterns.

When OVRLAY has completed its merging procedure, it assigns each
remaining don't-care to the previous assigned value. This minimizes the
number of variable changes due to don't-care assignments to help reduce the
incidence of races and hazaris, virtually eliminating any Possibility of further
merging in the event that OVRLAY were rEentered (which would require special
user control).

Note that OVRLAY does not attempt to reduce the length of test patterns.
Also, it precedes the execution of DERACE in SIMUL, hence it has no opportunity
to merge patterns after DERACE has added buffer patterns unless SIMUL patterns
are resubmitted to OVRLAY, which requires special control. Further, under
ALEC, OVRLAY operates only on the STIMGN patterns of each ALEC pass;
hence OVRLAY is not permitted, under ALEC to provide a near-optimal merge.
Incidentally, OVRLAY is not likely to achieve, under any available control
scheme, the best possible merging because eatch merging of two test sets
constrains possible further merging with other test sets.
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VI. LOGIC AND TIMING SIMULATION

Introduction

When given a digital network model and a sequence of stimuli, logic
simulators compute the fault-free response of the network to the stimuli.
There can be a considerable variation in the representation of gate behavior
depending on what the simulator designer wished to achieve. Most simulators
provide three states per node to represent 0, 1, and don't know. The simu-
lator in reference 4 provided 0, 1, and two don't know states, one non-propa-
gating for initializing the simulation and one propagating. Eichelberger 5T
showed how three states may be used to represent -static one, static zero, and
transition. This provides a means of analyzing hazards and races, and is in-
corporated in the Hewlett-Packard TESTAID-III simulator. Additional states
may be employed to represent the high impedance of trn-state bus drivers, and
signal rise or fall. Adding states provides improved realism but also addi-
tional execution time. I-f>

Modelling of sequential activitiy requires a representation of time. Some
early simulators were based on the synchronous design of the logic in that com-
binational logic was simulated without implied circuit delay, while flip-flops
were defined by the user and allowed to change state only under control of an
explicit clock. This did not handle unclocked latches and did not account pro-
perly for unidentified memory elements.

Unit gate delay implies that aIX gates have the same delay. ,Typically the
bits of each Input stimulus are applied to the network simultaneously, then the
outputs of the first level of gates are computed as one event. Where the output
values have changed and drive downstream gates, those gates are put into a
change list. When the present level of gates has been completely processed,
then the gates in the change list are similarly processed so that a new change
list is formed. This process continues until activity stops, as indicated by an
empty change list, or a run-time threshold has been exceeded (e.g., a very
long counting sequence). Each pass through a change list constitutes an epoch
that marks one interval of an implicit clock. The unit-delay representation does
not require identification of explicit clocks and accounts for memory-element
behavior without help from the user.

A need for more realistic modelling of timing arises where different
solid-state technologies, e.g., TTL and ECL, are used together, and where
custom high-performance chip designs are to be modelled; i.e., where circuit
timing is adjusted by the designer to meet the performance requirements.
Variable gate delays may be obtained by making the unit gate delay equal to
the greatest common denominator of the delays to be used in modelling the real
circuits. Then single -input gates are concatenated to add the necessary delay
to each decision gate. The consequences of the increased gate count may be
Intolerable: more memory will be required by the simulator and the execution

time will be slower by a factor equal to one plus the number of dummy gates
I required to compose the average simulated gate delay.
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A better alternative for achieving assignable gate delays is to use the so-
called next-event timing. Each gate type requires a multi-bit time tag, which
is loaded at model-generation time with the appropriate number of greatest-common
denominator time delays. Gates of the same function, e.g., three-input NAND,
may be defined with different delays by assigning suitably different labels and the
appropriate time tags. When any gate is processed and its output is found changed,
the immediate down-stream gates are put in a change list similar to that of unit
delay processing except that the time tags will be in monotonically increasing
order. The next gate to be processed will be at the head of the list and will have
the smallest (not necessarily. unique) unprocessed time tag. Each different
time-tag number corresponds to a gate activity. A savings in processing time
is achieved by skipping over intermediate unrepresented time tags.

SIMUL

The logic simulator for D4LASAR is SIMUL, and it is a three-state unit-
delay simulator. A variation that permits assignable delays has been developed
but has not been released because it is seven times slower than the unit-delay
SIMUL.

SIMUL accepts stimulus patterns from OVRLAY, TECO or (user-specified) .
PATGEN and drives these forward to determine their effects on all nodes for
all patterns. Initially all network nodes are set to the don't-know state, X. The
first pattern is applied to the gates connected to the external inputs, and the gate
outputs are calculated. This constitutes time "0". The gates with changed out-
put are listed in a status table; the gates driven by the changed outputs are listed,
and their outputs are calculated. This constitutes time '1". The new changes
are incorporated in the status table, and the process continues. The signal
changes propagate through the network like a wavefront, one level of gates at a
time. There is no processing of static gates, which is a significant time saver.
This procedure continues until the next change list is empty. Then all of the
nodal values are saved in a file (for either SIMUL printout or Later use by
DYSOGN), and the next input stimulus is applied,

Known Relationships Between Unknowns.

There are circuits that are well-behaved but whose output cannot be com-
puted when all nodes are initially don't-knows without other information. If a
NAND gate has a zero input, its output will be one. With a single don't-know
input X and all other inputs one -valued, the output is .

0O Xi
X • 1 I -• -X = X

x - Ii1 i

For X to have meaning, the X must be subscripted to identify which node is X
and which is X. Both Xi and 31 into a NAND is equivalent to a zero input which
causes output of one, regardless of other inputs. The output of a NAND loses
its subscript information if the inputs are X1, Xj+4 , 1 ... , 1, unless X, and Xj
are strongly related in a known way.
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A necessary relation for logic simulation is that of a latch with comple-
mentary don't-know inputs.

~I ii

DLASAE• retains these relationships in its logic simulation.

The use of strictly NAND modelling simplifies the simulation procedure
and helps to speed the prucess. However, an all-NAND representation contri-
butes unreal timing since only NANDs have single unit delays. AND and OR
gates require two levels of NANDs and, therefore, incur two unit delays.
WIRED AND (incorrectly named WIRED OR in DLASAR documentation) incurs
two delays unless modelled by direct connections of no delays. NOR gates
require three levels of NANDs and three unit delays. The lack of assignable
delays yields unrealistic delays and possible incorrect race/hazard analysis
when primitive functions other than NAND are used.

The irrevocable procedure whereby only one external stimulus is applied
while the network is active is appropriate for test fixture applications where
stimuli are held static until the unit under test becomes static. However, it
gives rise to irksome or serious problems where logic is clocked, or io pipe-
lined, or is subject to time-staggered inputs.

Clocked Logic

When a device is carefully designed for clocked operation to avoid races,
hazards, and cycles, the clock input will be treated by SIMUL (and most other
simulators) as though it were an ordinary data input. The logic designer's
timing rules are frequently violated for latches (data inputs should be static
before, during, and after the clock comes oný so races and hazards result.
SIMUL will spend much time analyzing the races and hazards and will attempt
to add "buffer" stimuli to reduce the number of inputs changing at any one time.
It is possible to use the editing capability of TECO to force stimulus bit changes
in the manner of a clock, but the procedure is not automated -- clock input can-
not be specified -- so that tedious scanning of and addition to OVRLAY stimuli
is required.

The choices available to the user for testing well designed logic areSi 1) allow race/hazard analysis to execute (by default) and accept the resulting
increased SIMUL run time, enlarged buffered data sets, and warning messages,
or 2) shut off the race/hazard analysis (option) and incur races and hazards
oecause the stimuli are violating design rules relating to clocking, or 3)
manipulate the OVRILAY stimulus sequences via TECO such that the model
executes as the designer intended with respect to timing. It would be desirable
to have an option that permitted an input to be identified as a clock, with the
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¶ property that it would be automatically specified in SIMUL, prior to race/hazard4 analysis, as off when data and control inputs were changing, and as on when the
other Inputs were static.

Race/Hazard Analysis

If the inputs to a two-input NAND change from 0, 1 to 1, 0 (or vice versa)
then, depending on their relative timing due to upstream delays, they may have
momentary values of 0, 0 or 1, 1. The 0, 1;0, 0;1, 0 sequence will assure a
constant NAND output of 1. The 0, 1;!, 1;1,0 sequence will cause the NAND
output to change from 0 to 1 and back to 0. If momentary, this pulse is re-

_ ferred to as a spike. It may be intentional as with certain designs of pulse
generators, or it may be an unintentional consequence of circuit delays.
Whether the end. resuLt of an unintentional pulse is serious, depends. on the, duration of the pulse and whether it affects a latch. In the switching-theory
literature, such an effect is called a race if the spike-producing variables are
due to memory elements switching at different times, and the effect is called

,.' a hazard if combinatorial circuit delays produce the delay differences of two
otherwise simultaneously switched variables. A race or hazard Is critical ifIt causes a latch to be set incorrectly. DLASAR's SIMUL evaluates both races
hazards, and, generally, reacts only when critical. SIMUL warning messages
use terminology different than that of switching theory literture.a

Nominal Race

Timing analysis is done for both nominal and worst-case delay distribu-
tions. The warning message "nominal race" can be caused by two different
circumstances. If, as shown in Figure 3, a latch has zero-valued Inputs fol-
lowed by all-one inputs for successive change-table times, then a classical
static hazard will occur because the outputs should, according to normal latch
operation, remain at the previous value. They will be Indeterminate because
the latch could settle either way. The change -table simulation of SIMUL will
calculate alternate 0, 0 and 1, 1 latch-output pairs. SIMUL will monitor the
number of times each node changes for each input vector. If the change count
for any node equals the race threshold, the warning NOMINAL RACE will be
declared and the node identified for that input vector. "RACE THRESHOLD"
is a SIMUL option that may be set as high as 999 and which defaults to 20.

o 1 1 1 1 "1 0 1 0 ". .
RACE THRESHOLD - NNN

DEFAULT 2 20 NODE CHANGES

0 1 1 11 0 1 0

This "nominal race" Is the classical "static hazard" of set-reset flip-
flops where the outputs should be 1XXX -but are simulated by SIMUL
as shown. After the race threshold Is equalled, the latch outputs are
labelled X.

Figure 3. Nominal Race (type 1)
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Input Vector 1: 1, 2,3 :1 1 0; 201, 901, 212, 012 .0,1,0, 1
3: 1, 2,3 .0,0: 1; 0: 1, XX

Nominal Race Message: Nominal race on pattern 2 found at node
212. The follow ing additional nodes will be not to X -. 912.

* Possible Spike Message: Possible spike at node 101 due to 21 and 1
has a nominal margin of 10 nanoseconds.

Figure 4. Nominal Race (type 2) and Possible Spike

Possible Sp~ike

If under normal conditions a pulse is generated at the Input to a latch
which under ideal conditions will not change state but might under non-ideal
conditions be affected by the pulse, then POSSIBLE SPIKE iS declared with
the spike 'width and location information. Figure 4 illustrates an example of
a possible spike. Note that 10 nanoseconds is one gate delay in DLASAR
messages. Had the delay difference been three gates (it must be odd), the
message would have stated 30 nanoseconds.
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Ii", Worst-Case Race Analysis

In addition to nominal races, races may occur due to transient conditions
which derive from worst-case delay conditions. The analysis is done as follows.

After completing the forward-drive simulation and the nominal-race anal-
ysis, SIMUL back-drives with nominal delays and looks for gates whose present

. and prior output values were both one. If, in such a case, two of the gate inputs
had changed in opposite directions, then a forward trace is executed to determine
whether a latch would be affected. There is no analysis to see whether that
changed latch value would have any significant further effect, and in that sense
the SIMUL analysis is pessimistic.

I I if there were a spike and a latch apparently affected, then a back trace

executes with worst-case delays in the two paths that cause the spike. If there
is a nominal delay difference, then it is, in effect, assumed that the designer
wanted one path slower than the other. Worst case is defined as a condition
that tends to reduce delay in the longer path while increasing delay in the shorter
path. This is accomplished by subtracting the TOLERANCE percentage of a
single gate delay from each gate in the longer path and adding the same per-
centage to each gate in the shorter path. If the worst-case pulse width is less
than the "SAFE TIMING" option value, then the warning "ASYNCHRONOUSLY
SET LATCH" is produced, (See Figure 5.) Otherwise, the condition is as-
sumed to be satisfactory and no message appears. The SAFE TIMING thresholdmay range from zero to 99.9 gate delays. Default is 10 gate delays.

202

902

:14 '

Input Vector h 1,2,3 1 , 10; 202,902,214,914 m 1, 1,0,1
2: . 0,0,1; 1 0, 1, 1,0

Asynchrunously Set latch Message: Latch nodes 214 and 914
asynchronuously set to 1/0 due to an unsafe 30-nanosecond pulse
on nude 114.

Dat gerous Timing Message: Latch nodes 902 and 202 were at 1/1
after the Inst pattern and are at 0/1 after this pattern due to 3
voai•g to I on Level 5 and 102 going to one on level 6, Timing
marA•i 10 nanoseconds.

Figure 5, Asynchronously Set Latch and Dangerous Timing
(SIMUL options: NO DERACE, SKEW = 0, otherwise

d-f-ault)I:2_



MIA,

""ligure 5 illustrates one otier worst-case timing circumstance analyzed
by SIMUL. k1 the inputs to a latch change from 0, 0 to 1, 1 and the nominal out-
put is deterministic (i .e., the nowinal input delays assure no nominal race),
but worst-case deWays could change the times that the inputs switch, such that
the opposite latch value would obtain, then (h message "DANGEROUS TIMING"
would be produced.

Race Ratio, Path Ratio, and Tolerance

The worst-case race analysis assumes that the nominal ratio of total path
delays is correct and that a timing problem would exist If the path with fewer
gates had a delay equal to or greater than the path with more gates. SIMUL
assumes a nominal unit delay per gate and, in worst case, a gate delay of 1kT
where T a TOLERANCE/100, TOLERANCE is the user-specified option which
is the fraction of a unit delay by which any gate can deviate from nominal in
worst-case conditions. The default value for TOLERANCE is 33 (percent) for
which worst-case gate delay is 0.67 or 1.33.

A race exists for a converging pair of paths of gate counts NSHORT and

NLONG if a latch is affected and:

NSHORT(1 + T)/NLONG(I1 - T) I J
Define race ratio R = (I+T)/(1-T)

path ratio s N LONGNSHORT

Then a race exists if

[NSHORWWNGI["J [s]

or N ING/NSHoRT <R

No race if NON/N > RLONG SHORT 3-

This is summarized in Figure 6 where race ratio is plotted as a function
of T. For example with default TOLERANCE = 33, T = 0.33 and R = 3.0, so
any path ratio greater than two cannot cause a race, while a ratio less than or
equal to two can cause a race. This curve can be used by designers to establish
path ratios for a given T, and to simplify visual checks of schematics for pos-
sible races. it also suggests that SIMUL's race analysis uses a simple arith-
metic process once the suspect path pairs have been identified and the gate
counts established.
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100 _ __ __ _.

50 NO RACE IF PATH RATIO
EXCEEDS RACE RATIO 1.,
"FOR GIVEN'TOLERANCE

+ NO RACE REGION

RACE REGION

'D4LASAR
SDEFAULT

0 0.2 0.4 0.6 0.8 1.0

"TOLERANCE (T)

Figure 6. Race Ratio versus l'olerance
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SKEW
A SIMUL option Is SKEW, which assigns a delay variance to the hypo-

thetical tester that provides the input vectors. SKEW ranges from zero (si-
multaneously applied inputs) to 999.9 gate delays. Default is 200 gate delays.
During worst-case race analysis, SiMUL takes the worst of lesser/greater
delays for each path pair that could cause a race. SKEW cannot be used to
assign fixed delays to provide time-staggered inputs because SKEW provides
both lesser and greater delays. There is no option to provide inputs with
fixed time stagger.

DERACE

If the "NO DERACE" option is not specified, then SIMUL will attempt toId remove race conditions by adding "buffer" vectors to the test-vector sequence
in such a way that the, number of external Input bits that change at any one time
are reduced. Buffer vectors are labelled. Where reconvergent fanout is
causing a race, buffer vectors cannot resolve the race so none are added for
such races. Instead, the appropriate warning and location information are
produced, and any affected output is marked "X" so it will not be used by
DYSOGN. There is a "NO X" option in the event the user chooses to disregard
the consequences of races discovered by SIMUL.

Commentary on SIMUL Timina Analysis

Specification of a single nominal delay per gate and a single worst-case
delay tolerance does succeed in discovering many timing problems that are
shown to be real when the circuit Is examined. However, real-world gates
vary considerably in range of delay, particularly when both slow and high-speed
technologies are used together (e.g., low-power Schottky and emitter-coupled

•" I logic). In such circumstances assignable gate delays are desirable. This is
particularly valuable when simulating circuits with significant time stagger in
the input signals. Digitest has developed a "variable delay" option but has not
released it because it incurs a slowdown by a factor of seven. Some increase
In run time appears inevitable with assignable delays because there must be
increased file processing. However, it is not clear that the run time penalty
need be excessive if an appropriate algorithm is used.

The sum of worst-case gate delays along a signal path becomes in-
creasingly pessimistic as the path length increases. It is by no means clear
as to how to interpret or circumvent this problem. The unit delay per gate
is an abstraction not subject to change. However, a race derived from rela-
tively long chains of gates tends to have an exaggerated estimate of the delay
difference. Such races could be re-evaluated with TOLERANCE set to a
smaller value, which would reduce the worst-case delay difference.

There are other contributions to inaccuracy in timing representation.
Differences in rise and fall time will tend to average out. Nominal delays not
centered between minimum and maximum worst-case delays are not likely to
contribute serious timing errors. However, conversion of other primitives
to NANDs can result in significantly different timing repreveniation, and there
"is no simple way to counter this in D4LASAR.
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To summarize SIMUL-tming comments, timing representation may be
.R significantly erroneous, yet the results of the SIMUL race/hazard analysis are

usually useful. Understanding of the timing representation Is necessary
because:

1. Race/hazard options must be chosen. The default values
may be incorrect for the circuit modelled.

2. Partitioning of a large network into manageable subnets
* may require a special timing specification.

3. The reason for race/hazard warning messages must be
determined so a decision can be made to Ignore them or
prevent the race.

I I
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VII. FAULT SIMULATION

Introduction

Where the basic purpose of a logic simulator, such as SIMUL, is to
compute the expected responses of a fault-free network to the excitation of a
sequence of input vectors and memory states, the basic purpose of a fault
simulator is to do the same with all variations of the network under all the
fault conditions of a specified fault class. This leads to the most important
problem of fault-simulation programs, namely the large number of fault
simulations required and the total execution time,

Roughly 3.5 stuck-at faults per gate are possible for a typical network;
hence, for a 20, 000-gate processor with at most one fault at a time, about
70, 000 faults require simulation. In a production environment, or in a field
environment where repair is delayed, there may be more than one fault at a
time. If the 70, 000 faults were accounted two at a time, then over 2 billion
single and double fault conditions would require simulation. Hence, multiple
fault conditions are rarely considered. Some studies reported in the litera- .
ture have shown that tests that achieve 100 percent single stuck-at fault cover-
age will also detect most of the multiple stuck-at fault conditions. Other
studies also indicate that tests that provide high-fault coverage of single
stuck-at faults will also provide high coverage of single bridging faults (that
is, shorts between adjacent signal paths). It should be noted that a fault
directory, based on detection of single stuck-at faults, may provide excellent
location information for single- stuck-at faults, but is likely. to provide incor-
rect location information for bridging or multiple stuck-at faults.

What about other fault types such as inadequate timing margins ? When
a simulation program is likely to require long run times, one does not wish to
burden it with further tasks such as increased size of fault set or analysis of
timing malfunction. Consequentiy, D4LASAR is designed to execute most of
the race/hazard timing analysis in SIMUL rather than DYSOGN. DYSOGN
provides analysis for nominal races, but no other analysis of fault-derived
timing malperformance. The risk incurred by omission of fault-derived
worst-case timing analysis is not known.

The time to complete fault simulation is reduced primarily through some
form of concurrent processing. "Parallel" fault simulators execute multiple
simultaneous simulations. Thrce possible parallel fault-simulation approaches
are:

1) Assign outputs of different gates to the bits of a word and
apply the inputs, corresponding to execution of one test at
a time, to these parallel-processed gates. This approach
is facilitated if the gate functions are identical. An n-bit
word would account for at most n failed gates.
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2) Assign the output values of a gate, which correspond to different
failure modes of that gate, to different bits of a word. Then a
single test will execute at a time With inputs to each gate appro-1 priate to the input combinations required to evoke an error if the
corresponding failure mode existed. An n-bit word would account
for, at most, a failure modes per gate.

3) Assign a single gate to each word with each bit modelling the
output value of the gate for a unique test. An n-bit word would
account for at most n simultaneous tests.

Parallel fault simulators have ken superseded by fault-list simulators
based on a scheme of Armstrong's. (" Where parallel fault simulators require
multiple passes through the network model while simulating n (n = number of
bits in word) faults at a time, the fault-list simulators account for all of the
faults concurrently as the simulation processing proceeds from Inputs to outputs
for each test. The fault-list simulators are faster than the parallel simulators
for Large networks because the time saved by avoiding iterative simulation is
greater than the time lost in processing the very large lists of faults. For a
range of "typical" networks, the run time of parallel fault simulators increases
roughly as the number of gates to the 2.5 power, while the run times of fault-
list simulators increase roughly as the number of gates to the 1.5 power. • j

The following description of fault-list simulation is based on reference 4.
DYSOGN uses a similar technique but with added features that have been found
to provide significantly faster processing.

Fault-List Simulation

A fault list is a set of faults with the following properties: 1) a fault list
is defined for each digital-network node for each time it is in steady state, and
2) the list for each gate identifies all of the stuck-at* faults that could be de-
tected if that gate were observable. The fault-list algorithms account for single
and multiple faults and are constructed to account for a gate fault propagating
through the same gate during later iterations.

Reference 4 was the first published algorithm for fault-list simulation.
Unfortunately, the equations contain an error. The equations here are an
adaptation of the fault-list portion of that report. The description here will
first cover fault-list simulation where there are no don't-know conditions, then
these will be accounted afterwards.

Let A and B be any two fault lists. We define four operators, three of

which are set-algebra operators.

Union AUB contains those faults contained in A or B,

Intersection Afl B contains only those faults common to both A and B.

Outputs stuck at one or zero and inputs stuck open. When an input is open,
the gate sees a stuck-at one input value. Input values stuck at zero can only
be due to the upstream gate output being stuck at zero when fanout is unity,
under the assumptions used here.
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Difference A-B contains those faults of A which are not in B.
(A-B = Afln _

Exclusion A 0B contains the faults of A If and only it B is empty.

The use of the fault-list difference arises from the need to identify the
case where two inputG are switched from (0, 1) to (1, 0) by a fault. Such input
faults will not be transmitted to the gate output fault list.

The use of the iault-list exclusion arises where a node fails to its nor-
mal value. While the nodal value does not change, there can be no fault de-
tection at that node and no upstream fault list can be transmitted through that
node.

Difference precludes some of the input fault list while exclusion pre-
cludes All of the input fault list where the appropriate conditions hold.

Fault lists may be defined on any primitive function, but will be defined
here only for a generiklized NAND gate. Figure 7 diagrams a NAND with m-
many inputs., establishes the required labels, and presents equations for com-
puting the output fault list as a function of 1) the fault-free input vector,
2) the fault lists associated with the sources of the inputs, and 3) the faults
which could be contributed by the gate alone. Inputs are numbered 1 through
M. The fault lists associated with the input sources are labelled F through
FM. Inputs open are labelled f1 through fM (each open input wouldbe equiva-
lent to a stuck-at-one value on that Input). Output stuck at one or zero is
labelled f 1SA and fSAO respectively. The final output fault list is labelled F.
Inputs studi Rt zero are not considered primarily because moat gate Imple-
mentations do not have a significant corresponding failure mode.

Wheu more than a single input is zero or one -valued, it is convenient

to handle them in sets. The symbol designates the union of fault lists on
those inputs that have the value k, where k is zero or one. The symbol

is defined similarly for the intersection of fault lists.

Equation 1 in Figure 7 is identical to Equation I of reference 4, page
1464, except that reference 4 does not recognize the need for both difference
and exclusion operators. Equation 2 of reference 4 is subsumed by Equation
3 and is not included here. Equation 2 of Figure 7 differs from Equation 3 of
reference 4 in that the set difference (rather than exclusion) is taken between
the intersection set and the union set and exclusion, not difference, is used
elsewhere. Equation 4 in reference 4 will be discussed later.
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F

FMM

dhh

iInput Open

fSAk aG Output Stuck At k, k O0,I

F =Fault List on GOutput
k

U-Union of Fault Lists on Inputs Equal to k, 'k=011

ii=Intersection of Fault Lists on Inputs Equal to k, k 00 01

1. All Inputs=1, Output 0, G=NAND

*2. Set iInputs = 0, set Inputs a 1, Output =1

0

Figure 7. Fault List Algorithms
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sni When the inputs are normally all ones and gate C is fault-free, then F is
sensitive to all inputs, and F equals the union of all Input fault lists. However,
iti any one-valued input to G has failed open, then the corresponding input fault
list can have no effect. The term (Fj 811) means the fault list associated with
ith input in excluded when fi is SAl (i.e., the ith input is an open circuit). The

Sterm (Fi Of1 ) designates the union of all fault lists on inputs that are not

failed open and are normally one-valued. The gate output is normally zero so
fSAI is joined to the output fault list. However, if fSA0 exists, then all faults
are excluded, and the output fault list will be empty ( 0u ).

For the second equation of Figure 7, first assume that all inputs are nor-
mally zero and the output is one. If there are at least two inputs (M> 1), then
a single Input open (f w SAD) could not affect the output because the other zero-
valued input would hld the output at one. The case is the same for any upstream
SAl fault that does not affect all inputs to the gate simultaneously. If an upstream
fault caused all the inputs to switch to ones, then that fault would be detectable
because the gate output would go to zero (a reconvergent fanout phenomenon).

I. Thus, the second equation says that, for all-zero inputs, the only de-

tectable upstream faults are those that switch all of the inputs that are not stuck
at one (failed open).

Next, assume that both one and zero input values exist on the gate with the
output equal to one. Initially consider a two-input gate. The output fault list, F,
includes the zero-input fault list joined with that input SAl, but not including
those faults on both input lists, except when the one -valued input is SAL. The
reason for not including faults common to both zero-valued and one-valued in-
puts is that such faults would cause both inputs to change while leaving the out-
put unchanged; hence, there would be no detection of those faults. These faults
will be detected when the one-valued input is SA1 so that only the zero-valued
input would be affected by upstream faults.

For multiple zero-valued inputs, an upstream fault will appear in F only
if that fault affects all of the zero-valued inputs and none of the one-valued inputs,
Hence, the SA1 faults for zero-valued inputs are joined to the corresponding up-
stream fault lists, then these lists for each zero-valued input are intersected.
Appearance of a one-valued input is sufficient to block the list transmitted so
the union of one-valued fault lists is formed except for those inputs SA1. The
difference between the intersection list and union list gives the input contribution
to the output fault list.

Output fault fSAO is joined to F except when ISA1 exists, in which case
the output fault list would be empty.
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(I Don't-Know Input Effects On Fault Lists

Up to this point nothing has been said about don't-know input values in :
determinate zero ur one in contrast to the high-impedance third state of tri-.f
state bus drivers.

Consider the four input combinations of a two-input NAND with a don't-
know input.

IF A f iAn A. AAI

B BSA

I.'If B. 1, then. FA is:

A, Bi

F #

If B 0, thenoupt0ad

F l~(FAOIA)Un(FB, fBk1 5A

F0,0 [~B f) B)OL JIIJ SA0J 8 8A1
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The four equations for F are significantly different, which raises the
question of how to represent them without specifying a value for X and for input
counts greater than two. Two approaches are discussed here:

1) the minimum information approach,
2) the maximum information approach.

Minimum Information Approach

LI This appears to be the approach of reference I although no discussion was
offered and probably is the approach nt D4LASAR (which often sacrifices resolu-
"tion for execution speed).

0 X "SAO SA1 output-a

F don't care ,output YX

For FO,X to be correct for both values of X, it would be necessary for

? (F i) .. For FA*, either A must be driven by an external input

" (across whose interface no fault lists are carried) or fSA1 must exist. For

FA: 0, FB and fB would have no effect. When A a 1 and B u X, then F1 y.don't
care by definition so that don't-know outputs may propagate until either ah external
output Is reached or a gate is reached with at least one zero-valued input. SIMUL
will have marked the external output as X to be ignored. Otherwise the gate out-
put list will be FO,X as defined above.

If there are more than two inputs, the same relations will hold as long as
at least one input is zero-valued. If no input is a known-zero but two inputs are
complementary don't-knows, then one of the two must have a zero value so the
same relation will hold.

The consequence of the minimum information approach is that if there is
a fault in the fault list that is computed for an external output, then it will be
detected by that output. However, it may be possible in the presence of don't-
knows that an external output could detect stuck-at faults, which are not In the
output fault list. Thus, there would be no false detections (i.e., output error
without a fault existing), but incorrect fault isolation could be possible due to
incomplete listing.

Maximum Information Approach

The concept here is to specify a formula for F 0 • and another fur F1X
such that the computed fault list would be a least upper bound of the implied"pairs of fault lists when X is specified as one or zero.
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LU• F 0,- [(((FfAU'B)'B(F U FAU'1)n(FBU'B))U 'SAO] "SAL

A fA Uf :i

For neither! norf UI (F

For but notI:{ )u{ )U{('4u,}u'An(,BU'B)o) oJ U B

ForfAbutnotfB:( )JU( )=((FAU A-Bu'uAn'B

F 'AU fA

For f Aand fB :()U( )-((F A U A))U((FA U n )(FB U'13))

= FAU 'AU FBU fB

LUB Fojx [FA U fA U FB U 'B U fSAO ]'SA1

For F,.X there Is a problem of what to do about the output stuck-ats as both
output values 0, 1 may be obtained depending upon the value of X. The LUB of

these terms is taken to be ('SA1• fSA0)U (fSA1 n ISA0)

LUB ? Ai (FOA)U(fB6B)}U{(FBU IB)-(FAefA)}U 'SA1~ 1 SAOU'SA1~ SAO

Forneitherf norf )Uoo*-B:( F- F

Frf~butnotfA : } U{ }=IAlU((F(BU 'B) 'FA" 'AU FBU'B

For f but not fE IJl VJU I

For A and B )U ( )U I B u

LU 1 x = A U E B U(SA1 ATSAO)1P5A1 n fSAO)
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!1
The least upper bounds assure that every fault that can be detected by an

external output will appear in the output fault list in the presence of don't knows.
However, some of the listed faults will not be detected by all of the possible input
combinations. The consequence of this is an inclusion of ambiguities in the output
fault lists so that a dictionary derived from them would provide less isolation
resolution than would be possible If the don't-know values were known.
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VIII. REDUCE

The module REDUCE determines the extent to which faults may be
differentiated by the specified test set. REDUCE also generates the X, Y, Z
fault-isolation tables. The differentiation of detected faults is accomplished by
intersecting DYSOGN fault lists and their complements.

As an illustration, assume a network with two outputs is exercised with
two tests. Let A, B, C, D be the fault lists respectively for first test and first
output, first test and secoe' output, second test and first output, second test
and second output. For any fault to be suspect, it must be in all of the fault
lists associated with every output error.

The outputs may produce errors in any combination depending on the
existing fault and the test that is executed. For two outputs, there are three
combinations of error patterns: E1 n E, E n E, E n E0 . The maximal
fault isolation obtainable from each test I's given bf the follo&ing table.

Test Error Implied
No. Pattern Faults

"1 E n E A nB

",1 E 1 lE 2  A� 2

1 ElnE2  An B

2 Eln E C nD

2 E1 nE 2  C)D

2 E f E2  C 'D

The maximum isolation information obtainable from the whole test set
is obtained by first observing the sequence of output error patterns obtained
when the test set is executed, then Iniersecting the fault sets associated with
the observed error patterns. The following table is derived from the fore-
going table.
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Error atterns Implied

First Secord Fault S2L

En•nE ElnE2  An B nCnD

"E"nE2  E lnE 2  AnBncnD

• •m E tflE 2  E~flE 2  AlBlCNDD
I - 21

E .lE2  E Ifn 2 E2,nBncnD

E10lE2  E lE2  AlBnlcflD
E~l 2  E1 l 2  Alf~

+E •nE El •nE2 !nBnZ nD

E + nE EjnE+ AnBncnD

'E n •nz E •,nE An~no rnB

is nE 2  EIflE2  AnBnCnD

if an error is detected but the implied fault set is empty, then either

1) the causative fault was not simulated (possibly due to don't knows) or 2) the

fault caus inconsistent (definitely not stuck), or 3) the simulation
results are incorrect due to modelling or programming error or host-computer
error when executing DYSOGN.

Where outputs are don't-know Xs, they are ignored. This is equivalent
to intersecting the set of all faults.

The upper bound on the number of uniquely isolated fault sets is NT.
(-1 + 2 exp N ) where NT is the number of tests and NE is the number of
observable outputs.

The algorithm actually used by D4LASAR's REDUCE has not been dis-
closed, but it is known that the SMC-3100 host computer is able to execute
AND operations (which correspond to intersection) on vectors of exceptional
length.
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EC. CONCLUDING COMMENTS

This report is intended as an Introduction to the D4LASAR test-generation
j • system, with emphasis on a mechanistic background. The report endeavors to

show how D4LASAR works, some things D4LASAR* does well or poorly, and
additional features that would be desirable.

The serious user will need to learn the programming details, preferrably
via a formal course and then through continued usage. The default values of
options in D4LASAR have been chosen with sufficient care that much useful ,
test generation can be accomplished by a person with a shallow understanding
of the process. However, things do not always go well, in which case there
is no substitute for understanding. 4

There is a great deal to learn about modelling problems, and this report
does not touch on this aspect. Understanding of work-arounds is important,
Test-generation programs use digital computers with their binary processes.
However, many circuits, e.g., edge-triggered flip-flops and transmission
gates, incorporate analog processes that must be modelled and, in some way,
adapted to the computer's limitations. STIMGN models may require work-
arounds that are not required by SIMUL and DYSOGN because of the difference
in time representation. Tri-state bus drivers require awkward work-arounds
because the program is not written to accommodate two-way signal flow on a
single wire. (This writer has heard of no simulator program with that
capability). If it is desired to simulate a well-designed synchronous machine,
a considerable amount of manual labor is required with D4LASAR to generate
the equivalent of a. clock. If a large network is partitioned, to permit
application of D4LASAR to manageable pieces, then there may be considerable
difficulty in maintaining the timing relations at the partition, Interfaces. These
remarks are made to emphasize the need for study to become proficient in the
application of D4LASAR (or other such programs) to wide ranges of real test
problems.

Two more warning comments are in order. The Complementary Metal

Oxide on Silicon (CMOS) technology applications are growing rapidly due to
the advantageous speed-power product. These gates have "complementary"
logic, which is really dual logic (AND and OR are duals), at their outputs,
D4LASAR and most (perhaps all) of its competition are designed for TTL gates
and do not accurately represent CMOS gates. It seems that the fault coverage
for CMOS will be less than its TTL equivalent, but we do not seem to know what
to do about it. Further study is needed for modelling CMOS devices.

D4LASAR depends on gate models. According to information obtained
from Digitest Corp in March, 1978, the gate limits, as functions of the number
of words of core in the host SMC-3100 computer, are as follows:

40



Gate Limits

A. Words of Core

Module 196,608 524,244

STIMGN 5,800 20,700
SIMUL 7 750 28,000
DYSOGN 4,500 14, 800

Some large-scale integrated (LSI) devices, with more than 5,000 NAND-
equivalent gates, already exist. The number of gates on a board may be many
tens of thousands. Hence, some single chips already overwhelm the minimal
D4LASAR system, and there are boards that overwhelm the maximal D4LASAR
system. The run times can require days when the chip or board barely fits

[1 into the system limits. D41ASAR is a fluely tuned program so there is little
hope for large improvements in run time through further tuning. A faster host
computer would help the run time, but the cost would not diminish in proportion
to the speed increase. Increased use of bulk storage would allow much larger
gate counts but with significant run time increases.

Such considerations show that D4LASAR and its competition are close to
being obsolete because the growth of LSI devices continues much faster than

* the growth of the test-program capability. The problem stems primarily
from gate-level modelling; there is too much information to be processed. 4

It will become necessary to give up gate models except for use by I8
chip designers. Reference 7 offers alternative approaches. Loss of the fine
structure of gate models will severely limit our ability to assure high fault
coverage and to account for timing problems. Perhaps the ultimate solution is
to provide self-testing devices using hardware redundancy techniques. As we
approach that goal, there will surely be many attempts to find compromises
between gate-modelled software and fault-tolerant hardware.
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APPENDIX A: EXAMPLE

This, example in -strictly combinatorial and was run on D4L&SAR but not
under ALEC to emphasize the procedures of the main modules of D4LASAR.

12-

5 010

6

Figure 8. Logical Model

Model Deck

NAME wEXAMPLE
MODEL/
7NA/1 11// 8NA/2,3//, 9NA/4,5//, IONA/11,6//p
11NA/'8 9//, 12AN/71 131/, 13NA/1O,9//
INPUT/i, 2,3,s 4),5,
OUTPUT/10, 12/

Component Ordering For Minimum Feedback (by INPUT)

1 ON&
1 BNA
2 lINA

3 IONA A gate 1 outputisafntoofge
3 '7NA 13 output, 12 should be last.
4 12 AN
4 13 NA6
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STIMGN Tests

Test Input Values Source Output
No. 2 3 4 5 Output 10 12

1 X 0 X 1 1 1 10 0 X!
2 X 1 1 0 X 1 10 0 X
3 X X X 1 1 0 10 1 'X)
4 X 0 1 0 1 1 10 1 1)
5 X 1 0 0 1 1 10 1 1
6 x 0 x 1 0 1 10 1 (X)
7 1 X X 1 1 X 12 (X) 0 4,
8 x X X 0 X1 0
9 0 X x 1 1 0 12 1ý I

10 0 1 1 0 x 1 12' (0 1

Bracketed outputs are not given by STIMON and were hand calculated.

STIMGN Detected Faults

Test No. New Detects Per STIMGN

1 10 SAI, 6SAo, 11 SAO, 9*11, 9 SAl, 4 SAO, 5 SAO
2 8*11 , 88A1, 2 SAO, 3 SAO
3 10 SAO, 6*10, 6 SA1
4 11*10, 11 SAl, 9 SAO, 8 SAO, 4*9, 4 SA1, 2*108, 2 SAl
5 3*8, 3 SA1
6 5*9, 5 SA1
7 12 SAl, 12-1 SAO, 7*12-1, 7 SAl, 1 SAO
8 13*12-1, 13 SAl
9 12 SAO, 12-1*12. 12-1 SAl, 7 SAO, 13 SAO, 1*7, 1SA4,9*13

10 10*13

Undetected (and undetectable) 11*7

8*11 designates open line from 8 to 11 (equivalent to SAI input).
12-1 is first of two NANDS composing the AND labelled 12.

!Ii II.i ! ______ii__i__________________l______....,



.'A•Comments On STIMON Eumple

Output 10 Is selected as the first source Output because it is listed first
on the OUTPUT control card.

The order of input assignments, e.g. critical ve necessary, on each
gate is determined by the INPUT module In its routine lor minimizing feed-
back. This example hae no feedback but is reordered anyway. Why INPUT
did not list gate 12 as a fifth level is not understood by this writer,

The first value assigned to any source output is zero. Thus, for the
first tent, pte-10 output is zero which requires a (critical) all-ones input.
External input 6 and gate-Il outputs must be ones, so gate 11 must have a .
single-zero input. Gate 9 is ordered ahead of gate 8, so ate-9 output is
back-driven to a critical zero and gate-8 output to a necessary one. Then
external inputs 4 and 5 must both be (critical) ones. External input 2 becomes
a necessary zero while Input 3 remains "X" (designating a don't care In this
case). Incidentally, gete 10 forces a zero input to gate 13, and gate 11 forces
a one input to gate 7, but these fanouts do no' reconverge so there is no
poenbility for a logical contradiction.

A minor question of STIMON procedure arise. ML..Bruce Pomeroy of
Digitest Corp. has stated that STIMON does not pursue parallel critical
paths, i.e., it does not constder all upstream br~nchIn~s from gates with
Mall-rme Input, but that STIMON does have some look-ahead capability. In the
example of test one above, STIMON does find all of the possible detectable
faults including those of gates 8, 9, 11. Without the undefined look-ahead ,
.eature, STIMGN would designate external input e as a critical I and gate-il
output as a necessary one. In euch an analysis, the external teat vector would
be XXX11l (don't-care gate 8) and none of the faults of ptos 8, 9, or 11 would
be detected by test one. This exemplar,, model is too simple to determine the
number of levels of lookahead,

Tests which do not result in new detects will not be listed. This is
demonstrated by detailed analysis of test 9 and 10. Test 9 begins with source
12 output changed to one. Then gates 7, 10, and 13 would be toggled in turn.
However, toggling 7 and 10 produces no new detect and, therefore, no test
is listed. Test 10 derives from toggling gate 13.

The STINGN control ordering, which resulted in the specified sequence of
of ten tests are: 1) source 10 set to zero, 2) toggle gate 11, 3) source 10 set
to 1, 4) toggle gate 10, 5) toggle gate 8, 6) toggle gate 9, 7) source 12 set. to
zero, 8) toggle gate 12, 9) source 12 set to one, 10) toggle gate 13,

STIMGN execution time was eight seconds.
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OVRLAY Patterns

STDI~GN OVRLAY WITH ACTUALA
TESTS TEST NO. DON'T CARIES PATTERNS

1,71 0oX, 1 11 1 0"11'11 .
2, 10 2 0O .l0X. 0 1 1011 1~

93 0XX 1 1,0 0 0 11 10
44 X,1 l -(-.-.140 1 0 1-ý 1 :

5 5 Xl1O0l011 010.0 1 1
6'6 XOX1 0l 00010

8 7 0OX XOXO0 00 00'0 0

All don't cares remaining after overlaying a~re assigned so as to minimize
the uamber of changes. The X of test 1 is ý,t to the one of test 2. The XI
of'tout'2 to set to the one of test 3. As It happens, the'first X of test t is
the only one preceded by one and followed by moro, and it Is slat to the latter.
The Xs of test 8 "ae set to the preceding values.

ShUOVRLAY execution time was four seconds.

ThuTere is no latch in the exam~ple, hence there can be no race nor hazard.
Thu nobuffer pattern was added, and no node has a don't -know value for any

test. Unlike STIMGN, SIMUL calculates all (two) output values for each test.

SIMUL execution time was seven seconds.

DYSOOK

Test 1 (OVRLAY: 101111) will be used as an example of fault-list
simulation. Remem~ber "ht gate ordering is 9, 8, 11, 10, 7, 13, 12. J",.
Corresponding gate output values are 0, 1, 1, 0, 0, 1, 0. The following
fault lists were manually calculated and are believed to be the same as
DYBOON's output. No DYSOON option is available to permit checking this.

DYSOON execution time was five seconds.K
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Fault Lists

F9 = F4LUJF5UDS~
F8 F2= (2*8d")IUI8

Il =(F9 U(9*11)) FenIU 1i'SA

* F4 F5U SA1U (9*11)U "SA
Flo a FU'11~

Fe FUP" e9~U (9llUlsSAlBA

77 * F1uF11u7hi: - SAl

pis (E79u(9*13)] fl EFIOU(1O*13)] U is AO
a F4U73U9S U13o

F(1-1) ( IF7U(7*12-1)] 0 1 I(12-1)SAOA

w Flu (9*ll) UllSAOL U 7SA U (7*12..1)U (12.-')SAO

F12 F (1-1) U1

The fault list detected by test 1 under single-fault assumption is that provided
by DYBOGN:

F10 U 12 =F1LFU NUF5 U FBUS U 9 (9*11) U11SA

U 7 U'*9.~ oJ1-1)S U 12
SAl 712-' U1SAl U S(1 SAlI
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TABLE OF DETECTED FAULTS VS TEST NO.

TEST NO.

FAULT 1 2 3 4 56

98A1 1

1SAO~

105A
1 1 SAI

1211

1*71 1
~SA1

8*111

10 *1 1

"9SAO1 11

1(11

11*101 11
*135A

(12- 1SA0

4*A11

11*10o etce

3*848

5*9.. . '-.
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APPENDIX B. CRITICAL PATHS WITH RECONVERGENT FANOUT

If there were no reconvergent fanout, STIMGNs back-driven critical
paths would have a much easier task. Reconvergent fanout allows one node to
drive another through two or more parallel intermediate paths. When die-
cussing pulse generation, the delays of these paths are important. However,
here delays are of no concern, but the parity (odd or even gate count) is im-
portant.

0 ASSUME CRITICAL•• OUTPUT

FANUPITRECONVERGENCEt

Figure 9. Reconvergent Fanout

If the parities of both branches are different, then the inputs to G will be
complementary, The zero-valued path will be "critical" while the other path is
"necessary". That is, errors in the critical path will be detected but not in the
necessary path. Upstream of the fanout point there can be no criticality through
gate G because the effect of such upstream faults would change both complementary
inputs to G leaving its output unchanged.

If the parities of both branches are the same, then the inputs to G are
either both one or both zero. If both are one, all of the gates are critical, which
is not remarkable. However, if both inputs to G are zero, then no fault in the
parallel paths can be detected because the other unfaulted path would hold the G
output value at one. All gates upstream of the fanout point are critical because
they would cause both of the inputs to G to change from 0, 0 to 1, 1 with a detec-
table change in the output of G.

I
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phij4icm and eleatronic reliabilit y, maintainability and
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